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With the creation of the Routing Over Low power and Lossy networks (ROLL) group, work centered on 

the Internet of Things (IoT) has been emerging. A routing protocol for Low-power and Lossy Networks 

(LLNs) named the IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) has been created re- 

cently, though it still has some issues, including its lack of responsiveness to mobility. This article surveys 

proposed mobility extensions to the RPL and analyzes how the mechanisms introduced affect the require- 

ments for LLNs. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

In the Internet of Things (IoT), objects that surround us in our

aily life will be connected to a network. With the emergence of

hese connected smart objects, there is a need to build a rout-

ng protocol that can run in resource-restrained devices and aims

o reduce energy consumption because a considerable amount of

odes in an IoT scenario is battery powered. To this purpose,

he Routing Over Low power and Lossy networks (ROLL) working

roup from Internet Engineering Task Force (IETF) was created, and

hey introduced the term Lossy Networks (LLNs) to to characterize

hese network scenarios. 

To cope with the resource limitation of LLN networks, the In-

titute of Electrical and Electronics Engineers (IEEE) created a new

edium Access Control (MAC) protocol, IEEE 802.15.4. The limited

apabilities introduced in this standard, such as the low MTU size

127 bytes) and low data rate (250 kbps) [3] , put a great barrier in

he implementation of IPv6-based routing protocols, as IPv6 has a

inimum Maximum Transmission Unit (MTU) size of 1,280 bytes

9] . For this purpose, Low-power Wireless Personal Area Network

6LoWPAN) [24] creates an adaptation layer between the network

nd a data link to support IPv6 in LLNs. 

In the ROLL working group, IETF studied the different applica-

ion scenarios in which LLNs might be used. The simplest scenario

s home automation, which aims to support our in-house daily life

ctivities. Simple applications exist to monitor and control lighten-
∗ Corresponding author. Tel.: +351916193769. 
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ng and shutters, appliances or healthcare devices; more complex

nes may be used to perform video surveillance, generate security

larms and provide overall energy optimization [5] . These applica-

ions use different sensors and actuators that may be battery op-

rated or have quite limited resources. The majority of nodes in

ome networks are fixed in some part of the house. However, mo-

ility is expected to arise mostly from healthcare devices or remote

ontrols that are carried by people. 

Similar to the home automation scenario, though applied to a

uch wider and more structured space, is the building automation

cenario [28] . These areas of application involve mainly the control

f air conditioning, elevators, lightning and shutters and the mon-

toring of fire sensing and security (i.e., motion detectors) devices.

uch a variety of applications leads to a more diverse type of node

nd a higher traffic volume. Although most of the devices are fixed,

ome applications need to respond well to mobility. 

In an industrial scenario, wireless devices are used to monitor

nd control devices that were not connected in the past [30] . Ex-

mples include sensors that report vibration levels on pumps, the

tate of a fuse or luminary and whether a man is down. Network

ttributes will vary greatly with the type of industry and the mon-

tored devices; however, most application scenarios require net-

orks of hundreds of devices that might be clustered into smaller

etworks around different sinks . Industrial applications can involve

obile sensors in containers or vehicles as well as workers car-

ying Personal Digital Assistants (PDAs). Thus, different types of

obility must be supported. Also, with higher speed values be-

ng introduced, the negative impact of mobility on signal quality

33] should be accounted for. 

http://dx.doi.org/10.1016/j.comnet.2016.03.018
http://www.ScienceDirect.com
http://www.elsevier.com/locate/comnet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comnet.2016.03.018&domain=pdf
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http://dx.doi.org/10.1016/j.comnet.2016.03.018
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Finally, in an urban scenario, networks are expected to have

thousands to millions of nodes that are usually separated through

different sinks [10] . Areas of application can include sensors to

measure municipal consumption (i.e., gas, water, electricity), me-

teorological, pollution and ambient data; actuators to control traf-

fic and street lights also constitute an application area. Despite the

network scale and diversity, currently, no mobility is foreseen for

this particular type of application scenario. 

Analysis of the different application scenarios has shown that

the routing protocol for LLNs must be able to cope with resource

limitation, scalability and Quality of Service (QoS) issues. Apart

from the urban scenario, in which the nodes stand still, routing

must also support low mobility in all remaining cases. 

Several routing protocols have been proposed to handle these

issues, and IPv6 Routing Protocol for Low-Power and Lossy Net-

works (RPL) was considered the de facto standard for routing over

LLNs. The diversity of solutions leads to different surveys where

the protocols are described and compared, mainly regarding their

resource usage. Hence, a survey of the protocols designed for net-

works with low power motes is presented in [37] . Motes are sen-

sor nodes, which are known for having limited memory and com-

putational power. Also a comparison of RPL with previous energy-

aware protocols is presented in [15] . 

Mobility support is a fundamental issue for the success of LLN.

Traditional solutions are often too complex to be adequate for such

resource-restrained and large-scale networks, and a routing proto-

col that can provide such support while considering these aspects

will offer better performance. Although different mobility exten-

sions have been proposed for RPL, there is no way to assess them

in a unique framework. 

This paper aims to compare different routing protocols for LLNs

and assess the impact of mobility on the network performance

when they are used. 

The paper provides a structured study of RPL and the most rel-

evant extensions that have been proposed by different authors to

cope with mobility. Using one of the most used mobility models, a

simulation study was conducted to assess, under the same frame-

work, the performance of the different protocols under different

mobility conditions. The goal was to identify how well they adapt

to the requirements of the LLN application scenarios. 

The remaining paper is structured as follows: Section 2 pro-

vides an overview of low-energy routing protocols and details the

RPL protocol; Section 3 presents the mobile RPL extensions, pro-

viding an overall analysis at the end; Section 4 assesses their per-

formance under different mobility conditions through a set of sim-

ulation studies; and Section 5 concludes the paper. 

2. Routing over low power networks 

Power-aware routing solutions and protocols have been pre-

sented for a long time, even before the creation of the ROLL group

of IETF. Specific metrics and protocols have been proposed, espe-

cially for wireless sensor networks, with the aim of supporting

nodes with energy consumption limitations. This section presents

the most relevant approaches. 

2.1. Routing for low energy 

In 1998, Singh et al. introduced different ener gy-aware met-

rics for routing over low power [34] . In 20 0 0, Low–Energy Adap-

tive Clustering Hierarchy (LEACH) [17] was proposed. LEACH is

a cluster-based routing protocol that rotates the cluster head

nodes to preserve the network lifetime in terms of power. An-

other cluster-based protocol that assigns the gateway role to a less

energy-constrained node was proposed in [40] . These approaches
ypically try to find the minimum energy path to optimize en-

rgy usage at a node. A different perspective was followed in an

nergy-aware routing approach that uses sub-optimal paths occa-

ionally to provide substantial gains [31] . The use of a probabilistic

orwarding mechanism to send traffic through different routes with

he same objective to avoid excessive energy consumption was also

roposed [27] . 

Later, with the standardization of 6LoWPAN [24] , new protocols

ere designed to support IPv6 under low-power networks. Hierar-

hical routing (HiLow) is a hierarchical routing protocol that aims

o resolve scalability issues [21] . Based on Ad Hoc On-Demand

istance Vector (AODV) [29] , which is a well-known distance-

ector protocol for Mobile Ad Hoc Networks (MANETs), two proto-

ols were proposed: 6LoWPAN Ad-Hoc Ondemand Distance Vector

outing (LOAD) [20] and Sink Routing Table over AODV (S-AODV)

6] . LOAD is a simplified version of AODV, whereas S-AODV in-

roduces a new mechanism to deliver a better performance and

ess energy consumption when traffic is usually routed to a sink

ode . There is also a 6LoWPAN adaptation of Dynamic MANET

n-demand (DYMO) [7] , a distance-vector protocol now known

s AODVv2, which is Dynamic MANET On-demand for 6LoWPAN

outing (DYMO-Low) [19] . 

Because none of the IETF standard routing protocols provide

cceptable performance under the unique conditions that charac-

erize LLN, the IETF ROLL group developed RPL, a distance-vector

rotocol designed to answer the routing requirements of this kind

f network. This protocol has been defined in the recent literature

22] as the de facto standard for IoT. 

.2. RPL 

The RPL [38] is a loop-free, distance-vector protocol designed

or IPv6 LLNs. Using a proactive approach, this routing protocol

uilds a logical tree over any physical topology that consists of a

irect acyclic graph per sink node , the Destination-Oriented Directed

cyclic Graph (DODAG) . Each DODAG defines the direct routes from

very node of the network to the sink node . The DODAG is created

sing an Objective Function (OF) that defines the routing topology

y considering the selected metrics and constraints in the build-

ng process. A simple example of a metric is the hop-count, and a

imple example of a constraint is “avoid battery powered nodes.”

Depending on the graph, nodes may assume different roles in

he network: the sink node is the root of the graph and is the one

hat is connected to the Internet or any outer infrastructure, router

odes are placed in intermediate positions of the graph and are

sed to forward traffic to the sink , and finally, leaf nodes are located

t the edges of the graph and cannot be used to forward traffic.

ach node, apart from the sink , is configured as either a router node

r a leaf node . 

.2.1. DODAG - construction and maintenance phase 

RPL creates and maintains at least one DODAG per sink node . It

omputes upward and downward routes independently, according

o the process described in the next sections. 

pward route. The first step of RPL consists of creating a graph

hat every network might use to select the route used to send data

o the sink node , the upward route . The three phases of this process

re illustrated in Fig. 1 . 

Initially, the sink node advertises its existence by broadcasting

 DODAG Information Object (DIO) message to its neighbors. The

eighbor nodes then process the message and make the decision

f whether to join the graph. The decision of joining the graph is

ased on the node’s rank : an incremental value calculated using as

eference a predefined OF. Nodes with a rank lower or equal than

he current value will not join the graph. If the node is configured
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Fig. 1. Upward route construction: (a) sink node calculation and dissemination process; (b) router node calculation and dissemination process; (c) leaf node calculation. 

Fig. 2. Example of a DODAG with only upward routes. 
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s a leaf node , after updating its rank , it may join the graph with-

ut sending any information. Conversely, a node that is configured

s a router node and decides to join the graph will continue the

ODAG building process. After updating the DIO message with its

wn information, it broadcasts the modified message to its neigh-

or nodes. After this process is completed, all of the nodes in the

etwork will have at least a routing entry to its parent that hop-

y-hop lead to the sink node . This represents a Multipoint-to-Point

MP2P) forwarding model—also referred to as upward routing—

here each node can reach the sink , as depicted in Fig. 2 . 

Another situation occurs when a new node joins an already de-

ned network. For that purpose, the node sends a DODAG Informa-

ion Solicitation (DIS) message. This message is used to proactively

equest graph information from its neighbors via DIO messages. Af-

er receiving the DIO messages, the new node then selects one or

ore parent nodes using the OF. 

To maintain the DODAG, each node (except for a leaf node ) pe-

iodically sends a DIO message to its neighbors. The interval be-

ween messages will vary according to a Trickle timer [26] . This

imer dictates the interval between DIO messages by increasing it

s the network becomes more stable. Upon detecting inconsisten-

ies in the network, the timer will reset the interval to a minimum

alue. By using this mechanism, the frequency of DIO messages

ill be adapted to the network stability, and therefore, fewer mes-

ages will be sent when they are, at least theoretically, required

ess frequently. 

ownward routes. The second step of DODAG is related to down-

ard route construction and maintenance. These types of routes

re needed to support Point-to-Multipoint (P2MP) communication,

or instance, when the sink node or another entity outside the net-

ork needs to communicate with nodes in the network. 

In terms of downward routing, RPL has two modes of operation:

on-storing mode and storing mode . One DODAG can only be in one

OP; thus, there cannot be nodes operating in different modes in

he same graph. 

In the storing mode , RPL router nodes maintain a routing table

ith all reachable destinations. The entries of this table are re-

reshed upon recept of a DAO message; when the associated timer
xpires, the node aggregates the routing information from all of

he DAO messages received and sends a new DAO message to its

arent set. The process repeats until the DAO messages reach the

ink node . 

In the non-storing mode , RPL behaves as a source-routing pro-

ocol. The DAO messages are sent directly to the sink node, which

ecords all of the routes to all of the nodes. 

If downward routing is enabled, DIO messages carry a trigger

or the receiving nodes to generate a DAO message. This DAO mes-

age contains the list of parent nodes of a node. 

oop avoidance and detection. Link failures or a loss of control traf-

c may lead to the creation of routing loops. In RPL, a loop can

e caused by a node that loses connection to its parent for some

eason and chooses as a new parent the child of one of its chil-

ren. RPL uses loop avoidance mechanisms such as limiting how

 node can move deeper in the graph (increase rank ) within the

ame DODAG version. 

Even with loop avoidance mechanisms, loops can still occur.

PL also has mechanisms to detect loops. One way in which RPL

mplements this mechanism is by using the IPv6 routing header

it. This bit will be set to indicate whether it is traveling upwards

r downwards, if there is a routing anomaly that a node can detect

r if the packet is being forwarded correctly. 

.2.2. DODAG - route repair phase 

When inconsistencies are detected, there is a need for repair.

his repair can be done either locally or on a global scope. Local

epair is a mechanism for patching inconsistencies such as a loop

etection or link failure. It consists of solving the detected incon-

istency without restructuring the DODAG from the root. For in-

tance, if a node loses connection to its parent, a new parent will

e chosen. 

Local repairs do not yield optimal solutions. Each time a local

epair is executed, the DODAG will diverge from its optimal state

ecause a global repair will eventually be needed. A global repair

ill restart the building process and give a new version number

o the DODAG. A global repair re-optimizes the structure but has

 cost in terms of network performance because the graph must

e calculated anew, which will increase the control traffic in the

etwork. 

.2.3. Data forwarding 

RPL supports both MP2P and P2MP communications, as upward

nd downward routes are proactively built and maintained. By hav-

ng these routes established, the protocol also supports Point-to-

oint (P2P) communication. 

When P2P communication is used in the storing mode , commu-

ication between two nodes is achieved by sending packets up-

ard until a common ancestor is found and then downwards from

he common ancestor to the destination node. In the non-storing
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mode , the packet will have to travel through the sink node because

intermediary nodes do not record routing information. 

3. RPL mobility extensions 

RPL was designed to support LLNs, although there are still some

open issues that need to be resolved [32] . Performance studies

have shown that the protocol provides a very fast network setup

with a relatively high overhead [4] and that mobility support can

be greatly improved [25] . Hence, several extensions and modifica-

tions have been proposed to solve these problems. Most of them

attempt to fix the lack of responsiveness or excessive overhead

(due repairs) in mobile scenarios. 

The next sections details the RPL extensions that aim to cope

with node mobility. 

3.1. DAG-based multipath routing (DMR) 

DMR [18] aims to deal with frequent topology variations that

arise in mobile sensor networks (MSN) by using an altered ver-

sion of RPL. Their main aim is reliability of data transfer on mo-

bile scenarios. The introduction of the link quality indication (LQI)

[16] value in RPL, which was also used in more recent works, is

why DMR was chosen for the survey. 

To build the DODAG, DMR uses hop-count for rank calculation

because it has been referred to as a good link-quality metric for

mobile scenarios [11] . It also uses LQI [16] to determine priority

among nodes with the same rank . The node uses the received sig-

nal strength indicator (RSSI) value received from the chip to com-

pute the LQI. 

When a node receives a DIO message, it computes the rank and

LQI and determines whether to accept the sender node as a par-

ent. Independent of this decision, the node stores a tuple with the

relevant link information (node ID, DODAG ID, rank and LQI). This

tuple will be recorded for DIO messages from nodes with a rank

smaller than that of the node processing the message and will be

the node’s routing entry. 

Packets will be forwarded first to the node with inferior rank ,

which has a greater LQI. If no node with inferior rank is reachable,

the packet will be forwarded to the node with the same rank (sib-

ling) that has a greater LQI value. If no node in the routing table is

reachable, then the node solicits graph reconstruction by multicas-

ting a DIS message directed at the sink . 

DMR stores more routing information in each node to obtain

more paths. This can be an issue because some of the typical nodes

used in LLNs are known to have memory limitations. Additionally,

DMR does not propose a downward routing scheme because it is

the only traffic model that supports MP2P directed at a sink . 

3.2. Modified RPL for vehicular ad hoc networks (VANETs) 

In the work [25] , the authors tested the RPL protocol on a

VANET scenario, where the nodes are mobile. They state that

RPL has slow response to topology changes, which results in sub-

optimal paths, loops and unreachability of some nodes. To tackle

these challenges, the authors also proposed RPL modifications for

mobility, one of which is the use of a fixed time DIO trigger, which

was also used in subsequent works. Hence, these alterations are in-

troduced in this survey. We refer to these alterations as MRPL-V. 

The authors consider the RPL implementation and their mod-

ifications by using ETX as a metric for the OF. In terms of route

maintenance, one alteration proposed by the authors is to imme-

diately perform ETX probing upon the discovery of a new neighbor,

as opposed to a periodic strategy. Another modification is that DIO

and DAO messages are immediately triggered after a new parent
lection, ignoring the respective Trickle timer and DAO delay. Fi-

ally, the possibility of a fixed interval to trigger DIO messages is

roposed, as opposed to the Trickle timer used by the standard. 

For route repair, there is one alteration: when choosing a new

referred parent. a node is not able to select a previous child as

he parent to avoid loops. 

.3. Mobility enhanced RPL (ME-RPL) 

ME-RPL [23] is another RPL enhancement to better support mo-

ility. The authors state that the Trickle timer is designed for static

etworks and that the timer alterations will be performed in all

f the nodes that the mobile node passes. The authors conclude

hat mobile nodes should be identified and have different behav-

ors because although they represent a small part of the network,

hey have a great impact on it. In this work, nodes are separated as

obile and fixed nodes, which was also considered in subsequent

orks. 

Another alteration in ME-RPL is in the route discovery phase.

he preferred parent selection accounts for whether a node is mo-

ile: if there is more than one node in the parent set with a simi-

ar rank , the fixed nodes have priority over the mobile nodes. With

his, the need for a node to redefine its preferred parent due link

ailure or rank change is lower, which gives the network more sta-

ility. 

The last alteration is in the route repair phase. In the standard

PL, when a node notices that it has dissociated from the network,

t sends DIS messages with a fixed interval to rejoin the DAG. In

E-RPL, this interval is dynamic and depends on the number of

imes that a node changes its preferred parent. If a node changes

ts preferred parent often, it is considered to be experiencing high

obility; thus, the interval value will decrease. 

.4. Co-RPL 

Co-RPL [14] enhances RPL for MSN using the corona mecha-

ism. Its main goal is to provide better mobility support to RPL

hile providing QoS guarantees: mainly reliability and end-to-end

elay. It also focuses on lowering energy consumption in mobile

cenarios due to repair mechanisms. 

In their implementation, the authors preserve backward com-

atibility because nodes using Co-RPL and RPL can co-exist in the

ame network. The Corona architecture divides the network area

nto coronas . Each DODAG root has its set of coronas, and they

re identified by the number of hops to the respective route. For

nstance, a node is in corona 4 if it has a 4-hop distance to the

oot. 

In Co-RPL DIO, messages carry a corona identifier (C_ID) that

tates the distance of the DIO sender node to its corona sink by

 metric of the hop-count. The receiver of a DIO message also

ecords an LQI value that is associated with the link between it

nd the sender. The preferred parent of a node will be chosen, con-

idering the corona identifier of the candidates, and uses their link

QI value as a tiebreaker. 

In terms of route maintenance, a Co-RPL node sends a DIO mes-

age immediately after receiving one, ignoring, in this case, the

rickle timer. Additionally, the Trickle timer is ignored and a DIO

essage is immediately sent after a new neighbor is discovered.

his gives the protocol more responsiveness, but a higher over-

ead. It should be noted, however, that a higher responsiveness

an avoid a frequent global repair and, as such, decrease the over-

ead. Additionally, the authors propose a fixed periodic timer for

IO messages. 

For route repair, if a mobile node cannot forward a packet in

he upward direction, it sends the packet backwards to any node

ith a higher corona level and informs its children of its temporal
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navailability so no more packets are forwarded. The packet will

ontinue to be forwarded until a route to a sink is found. By doing

o, Co-RPL prevents packet dropping when some routes are tem-

orally unavailable. 

.5. Mobility management for RLP 

In [8] , the authors propose alterations to the RPL protocol so

t can support mobile nodes. The authors note that RPL lacks a

uick detection of parent unreachability, which makes it difficult

or mobile nodes to have an up-to-date rank . The authors propose

lterations to avoid this lack of responsiveness while also aiming

o avoid excessive overhead due to periodic traffic control. 

Because the section in the referred article where the alterations

re specified is called “Proposed Mobility Management,”, the pro-

ocol implementing these alterations is henceforth referred to as

MRPL. 

As in ME-RPL [23] , there is a separation between fixed and mo-

ile nodes, with one of the differences being that in this case, mo-

ile nodes can only operate as a leaf node . 

The alterations proposed are mainly in the route maintenance

hase. When a node is aware that it has a mobile child, it changes

ts DIO message timer to a Reverse Trickle timer. This timer will

tart at a maximum configured value and decrease after each DIO

essage trigger. After it reaches the minimum configured value,

t will restart the Reverse Trickle timer if the mobile node is still

resent. 

To detect a loss of connectivity, mobile nodes have a configured

alue Dthresh that represents a number of DIO intervals. The sum

f the Dthresh intervals after the last received DAO or DIO repre-

ents a timer that, when exceeded, makes the mobile node search

or a new parent through the multicast of DIS messages. 

In the simulation, the authors also integrate the dynamic DIS

ntervals from [23] and the periodic DIO messages from [25] . 

.6. mRPL 

In [12] , the authors describe a hand-off mechanism for mobile

odes in RPL. This mechanism aims to provide the network with a

ower hand-off delay and higher reliability. 

The solution, mRPL, integrates a proactive hand-off mechanism

smart-HOP [13] ) within RPL. The work is backwards compatible

ith RPL because a network with mixed nodes implemented with

RPL and RPL is possible. 

The smart-HOP algorithm has two node entities, a mobile node

MN) and a serving access point (AP) node, which would be the
referred parent, and it aims to provide the MN with the best

erving AP in its neighborhood across time, providing the neces-

ary hand-off. The smart-HOP algorithm consists of two distinctive

hases: data transmission phase and discovery phase . 

In the data transmission phase , or route maintenance phase,

part from data packets and standard RPL messages, a node sends

xtra periodic DIS messages according to a mobility detection

imer (MDT) to the preferred parent. This MDT is set according

o the data generation rate; nodes with high data generation rates

ill send DIS messages more frequently. These DIS messages re-

uest a unicast DIO message from the serving AP containing an

QI value. This is an average value from the DIS messages received,

nd when it is lower than the defined threshold, a discovery phase

s triggered. These DIO messages are responses to the periodic DIS

essages and, as such, are not to be confused with the broadcast

IO messages according to the Trickle timer. There is also a con-

ectivity timer (CT) that is reset after receiving any packet (control

r data) from the preferred parent. If the timer runs out, the re-

pective node considers its parent to be out of reach and triggers

he discovery phase . 

During the discovery phase , the route repair phase, a MN broad-

asts bursts of DIS control messages to its neighbor nodes to obtain

ne DIO message per neighbor as a response with an LQI value.

he bursts of DIS messages will periodically repeat, with an inter-

al time, until a node with an LQI value above the defined thresh-

ld is found. To prevent the DIO control message responses from

ecoming congested, the responses are triggered by a timer with

 random property for collision avoidance that gives priority to

odes with higher LQI values: the reply timer (RT). 

Whenever there is a serving AP hand-off (a MN changes its pre-

erred parent), the network is not to lose its stability. The Trickle

imer is not reset when a MN changes its preferred parent. Addi-

ionally, to avoid loops and similar to [25] , a node cannot change

ts parent to one of its children. 

.7. Synthesis and discussion 

This section summarizes and compares RPL and its extensions.

fter an initial overview of the main properties of the routing pro-

ocols, the mechanisms used in distinct phases (route discovery,

oute maintenance and route repair) are analyzed. 

outing protocol properties. Table 1 summarizes the most impor-

ant properties of RPL and each of its extensions. RPL is defined

s the standard, and for each of its variants, the additions and re-

oval of properties are highlighted. 
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Table 2 

Route discovery mechanisms. 
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A bullet point defines an item/behavior in the RPL protocol and

an alteration to a previously defined item/behavior in the proto-

col extensions. A white bullet states alterations to items/behaviors

that were not mentioned above because they are not part of the

RPL standard but are used with the protocol (i.e., ETX probe). A

plus sign is used when the extension adds an item/behavior to the

protocol and a minus when it removes a previously defined one.

An empty cell means that no alterations have been made to the

standard. 

The routing properties provide an overview of the working

mechanism of the protocols. Four properties have been consid-

ered in this analysis: the directions of the routes that have been

discovered (upward, downward), the metrics and constraints that

serves as bases for path calculation and the routing messages

used. 

RPL uses a proactive routing strategy to support both upward

and downward routes. The routes should be immediately ready

when a packet is sent, which is a positive aspect due to the

time-critical traffic present in LLNs. However, the overhead that is

required to maintain the routes is a disadvantage to consider in

that most of the nodes should have energy consumption restric-

tions because they are battery operated. Additionally, P2P com-

munications are indirectly supported through the integration of

upward and downward routing. Hence, non-optimal routes might

be used, as two nodes can be near each other but packets between

the two are forced to go up and down the architecture [39] . No

specific metric and constraints have been defined, but the paths

are calculated and ranked according to an OF that combines them.

Therefore, the most adequate ones might be selected without com-

promising standard compliance, which is a positive aspect. Three

different messages are used to support the protocol operation. 

Apart from DMR, there are no major differences between RPL

and its variations, as most of the specificities of the protocol ex-

tensions are focused on the definition of metrics and constraints

or additional QoS support mechanisms. 

DMR only uses downward routes, and as a consequence, no

DAO messages are used. This fact makes the protocol unusable for

the stated requirements. However, the method used to deal with

link state variations is sufficiently interesting to justify its study. 

DMR, Co-RPL and mRPL use also an LQI as a metric associated

with neighbor links. This allows router nodes to choose preferred

parents with better link quality, thereby providing an extra metric

in addition to the OF. This has the disadvantage of bigger network

table entries but also offers advantages. With an extra LQI value,

it is possible to choose the best parent within a set of nodes with

the same rank , yielding a better path quality overall. Additionally,
inks with the best quality are less likely to be broken, even with

obility involved, as it gives a hint of the nodes’ proximity. MRPL-

 is designed to be used with an ETX metric. 

ME-RPL, MMRPL and mRPL consider only some nodes to be mo-

ile to reduce the overhead that is required to detect link failures

ore often in all of the networks. Nodes are marked as fixed or

obile and are treated accordingly. In terms of routing constraints,

MRPL and mRPL consider mobile nodes to be leaf nodes because

obile nodes are not allowed to have children. Conversely, ME-RPL

reats mobile nodes as router nodes but gives them less priority

hen a node is selecting a parent. Mobile nodes are chosen only

s fail-safe if no fixed nodes with similar rank are available. When

obile nodes are referred to in the LLN requirements, it is advised

hat they be configured as leaf nodes . However, this last behavior

an be good and fail-safe in sparse networks, as mobility in LLNs

s reduced. 

oute discovery. The analysis of the route discovery phase com-

rises both the type of messages and the mechanisms used by

he protocols. Hence, four main properties are studied: traffic type

control or data), type of discovery (reactive or proactive), trig-

er mechanisms (event based, periodic or with a single timer) and

ow the messages are disseminated. The results are summarized

n Table 2 . 

RPL uses three type of routing messages to support route dis-

overy. In order to have updated routes without a significant over-

ead, a periodical Trickle timer is used to trigger upward route

iscovery . Performance studies have shown the advantage of this

echanism [35] . For nodes outside the DODAG, i.e., a new node in

he network, upward routes can also be solicited. Downward routes

re constructed after a node joins the network. 

Regarding RPL mobility extensions, a few alterations are pro-

osed to the route discovery procedures. 

Co-RPL and MRPL-V both use fixed timers for DIO message

ropagation instead of the Trickle timer. Depending on the inter-

al value chosen, these alterations can create a faster network de-

loyment, but the main reason for this alteration is the routing

aintenance phase. 

oute maintenance. To keep the routing tables up to date, a proto-

ol must have its routes updated frequently. The questions are how

nd how frequently. For this, the route maintenance analysis will

ccount for the traffic type that is used to perform route mainte-

ance (control or data), the timed and event triggers for the con-

rol traffic and how the messages are disseminated. The separation

s established between timed and event triggers because the first
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Table 3 

Route maintenance mechanisms. 
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ccur in a predictable fashion whereas the latter may or may not

ccur, depending on factors such as the network dynamics. The re-

ults are summarized in Table 3 . 

Concerning RPL, route maintenance shares the DIO and DAO

essages and associated mechanisms with route discovery. Most

f the changes proposed by the mobility extensions are related to

he type of trigger that is used. 

Co-RPL and MRPL-V introduce a fixed interval between the DIO

essages, replacing the trickle timer. Although in [25] , some fixed

nterval values for the DIO messages have proven to yield a bet-

er network performance compared to the use of a trickle timer,

his network performance will depend more on the chosen con-

guration. When deploying large networks, such as in an urban

cenario, pre-configuration should be avoided, and the more the

rotocol can adapt to the network, the better. This fixed interval

olution is better used in small and predictable networks. 

Co-RPL and MRPL-V also have triggers to the DIO messages that

gnore the respective timers. Using the Trickle timer, the interval

ill increase when an inconsistency is detected. In Co-RPL, a DIO

essage is immediately sent after a detected inconsistency. This

mproves the responsiveness of the protocol at the cost of some

xtra control traffic. 

In MRPL-V DAO and DIO, messages are sent immediately after

 new parent is chosen; neighbors know instantly of its new par-

nt choice and update their routing tables accordingly at, again,

he cost of some extra traffic. This mechanism is good for down-

ard routing, which tends to be a topic poorly covered in these

lterations. Although most of the traffic is destined to the sink ,

he LLN requirements state that a considerable amount of it should

e acknowledged. This is impossible without up-to-date downward

outing entries. MRPL-V also sends immediate ETX probes when

ew neighbors are detected, which helps maintain an up-to-date

etric value, which is important in dynamic networks. 

In MMRPL, mobile nodes are identified in the DAO message.

arents of the mobile nodes are those that alter their behavior.

hen a node has a mobile child, it will use a reverse Trickle timer

o time DIO messages. This timer starts with an interval value and
ecreases it after each DIO message is sent. The authors justified

he use of this timer with the reasoning that when a mobile node

onnects with another node, it is expected that it remains con-

ected for a long time, which might not be true depending on the

obility pattern, the mobile node velocity and the parent’s reach.

here is also a Dthresh timer for detecting a lost connection be-

ween nodes. 

In mRPL, a more complex approach is used. In this approach,

ata packets are used to time DIS and DIO messages. A timer

amed MDT depends on the data generation rate. The idea is to

end a DIS message after a number of packets are sent to receive

 DIO replay with an LQI value. With this timer, nodes that gener-

te more traffic have higher responsiveness; however, nodes with

ime-critical event traffic (i.e., alarms) should also have mecha-

isms to keep the connection information up-to-date. There is also

 CT that is restarted upon any communication received and that

riggers a route repair mechanism. 

oute repair. Table 4 summarizes what triggers repairs in the pro-

ocols and how local repairs are processed. In terms of the mes-

ages used in the process, the table also summarizes their triggers

nd how they are disseminated. Global repairs were not considered

ecause they consist primarily of the reconstruction of the DODAG,

nd no alterations are proposed. 

Standard RPL detects broken links by using the standard IPv6

eighbor detection and has loop detection mechanisms to detect

hen a repair is needed. 

Some extra mechanisms to detect or predict link failures be-

ides the RPL standard or common RPL implementations are used

n MMRPL and mRPL. In mRPL, not only the detection of broken

inks through extra timers or absent responses to some control

essages but also broken links are predicted using an LQI value.

his triggers a repair when links are not broken yet, thereby avoid-

ng the extra loss of packets that occur while the broken link is not

etected. 

When repairing a route, a RPL router / leaf node can use DIS mes-

ages to query the neighbor nodes for DIO messages, which are
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Table 4 

Route repair mechanisms. 
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required for route reconstruction. This use of the interval between

the messages is not standardized, but in ContikiRPL [36] (which

is the most commonly used implementation), a fixed interval is

used. In ME-RPL, a dynamic interval value is used; the more a node

changes its preferred parent, the shorter the interval is between

DIS messages. 

On the other end, mRPL sends bursts of DIS messages that

will further be answered by a unicast DIO. The replies are fil-

tered and prioritized depending on the LQI values obtained from

the burst of DIS messages to avoid collisions on the DIO reply.

The burst of DIS messages will cause a bigger overhead; however,

this provides a node with more measures to acquire a more ac-

curate LQI value. This is important because the value is used to

choose a more reliable node, which can decrease the need for new

repair. 

When routing is not possible through the preferred parent,

DMR and Co-RPL have a fail-safe option. DMR routes through the

siblings (nodes with the same rank ), and Co-RPL sends the traffic

downwards, which leads to good coping under the corona scenario,

where nodes can easily change the DODAG they belong to, possibly

sending the message to another sink when one is unreachable. Ad-

ditionally, children are informed that the parent cannot route traf-

fic and will find an alternative route. These mechanisms are good

for avoiding traffic losses and avoiding re-transmissions of traffic

that memory-limited nodes may not even be able to store for fur-

ther re-transmission. 

Overall analysis. The results of the previous sections showed that

the majority of routing protocols share most of the characteristics

of RPL, and the differences are mainly related to the property of

the scenario each one of them favors most. This is expected, as

they are extensions of the standard. 

Overall, the solutions tend to have some common strategies.

ME-RPL, MMRPL and mRPL consider only some nodes to be mobile

(partial mobility) as opposed to a scenario in which there is no

node distinction (overall mobility), and the solutions adopt more

aggressive and less global measures because the measures are only

applied to some nodes. These solutions that identify some nodes

as mobile have the common feature of avoiding mobile nodes as

parents. MMRPL and mRPL both consider mobile nodes to be leaf
odes . ME-RPL gives priority to fixed nodes when a node is select-

ng a new parent, thus making the possibility of a mobile node

arent merely fail-safe. 

Control message periodicity is another common alteration. Co-

PL and MRPL-V use a fixed timer for DIO periodicity, as opposed

o the standardized Trickle timer. There can be a fixed DIO or

 Trickle DIO when accounting for the overall mobility. For the

cenario where some nodes are considered mobile, MMRPL uses

 reverse Trickle timer on a mobile node’s parent to trigger DIO

essages. 

For DIS periodicity, in partial-mobility solutions, ME-RPL im-

lements the dynamic DIS and mRPL implements a burst DIS in

he route repair phase. mRPL also adds a periodic DIS in the

oute maintenance phase to have the same average link quality

easure. 

Event message triggers that ignore the periodic timers are also

ommon alterations in overall mobility solutions. Co-RPL emits a

IO message when an inconsistency is detected, and MRPL-V emits

 DIO and DAO when a new parent is selected. It also sends a new

TX probe when a new neighbor is detected. These event message

riggers share the advantage of higher responsiveness and the dis-

dvantage of a higher overhead. 

Most partial-mobility solutions introduce extra broken link de-

ection in mobile nodes. One implementation type is a connec-

ion timer that sends a DIS message to the connected node, reset-

ing after any communication type, such as the Dthresh timer from

MRPL or the CT timer from mRPL. Anther mechanism is the low

ink quality detection from mRPL. 

In terms of route repair, but in overall mobility solutions, some

rotocols implement some fail-safe operations if no new parent is

vailable. DMR routes the traffic among siblings, and Co-RPL routes

raffic downwards through its children until a new parent is found

o avoid packet drops in that period of time. 

. Simulation 

To assess and compare RPL with the mobility extensions, a set

f simulation studies were conducted. Extensions to the RPL pro-

ocol were developed on top of the ContikiRPL implementation,

hich runs in the Contiki [1] operating system. The simulations
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ere implemented using COOJA simulator [2] , as it is the simu-

ator used to simulate networks with motes running Contiki. The

ext section details the simulation studies. 

.1. Simulation goals 

The main goal of the simulation studies is to study the impact

f mobility in RPL and its extensions. To accomplish this goal, three

ifferent sets of simulations were carried out, aiming to assess the

mpact of the following: 

• Set A: the density of the nodes. 

• Set B: the number of mobile nodes. 

• Set C: the network size in a low-mobility scenario. 

.2. Metrics 

To assess RPL and its extensions, three different groups of met-

ics were considered. 

The first group is used to study how each one of the proto-

ols copes with the requirement of simplicity. It comprises two

ifferent metrics: Central Processing Unit (CPU) and radio usage.

o measure them, Contiki’s powertrace app is used. For each node,

his app reports the amount of time used by the CPU and by the

adio. These values are then divided by the total node lifetime, as

ollows: 

 P U Usage = 

C P U _ time 

node _ time 

ad io Usage = 

rad io _ time 

nod e _ time 

here node _ time = CP U _ time + idle _ time . 

The second group of metrics is used to study the routing proto-

ol behavior, and they are especially useful for addressing scalabil-

ty issues, comprising two metrics: the control traffic and data traf-

c ratio. This data traffic ratio aims to estimate the average num-

er of hops of each request. Control and data traffic are measured

y registering captures of the transmission (and only the transmis-

ion) of all the nodes. Using the Wireshark tool tshark , all the cap-

ures are analyzed and filtered by User Datagram Protocol (UDP)

data) and Internet Control Message Protocol (ICMPv6) (control).

he displayed values are the sum of control traffic volume and a

atio of the data traffic volume used by all of the nodes. These

etrics are defined as follows: 

ControlT ra f f ic = 

∑ 

size (ct r _ pkt _ t xd) 

ataT ra f f icRatio = 

∑ 

size (d ata _ msg _ txd _ source ) ∑ 

size (d ata _ msg _ txd _ nod e ) 

here ct r _ msg _ t xd represents a routing message that was sent,

 ata _ msg _ txd _ source represents a data message generated at a

ource node, d ata _ msg _ txd _ nod e represents a data message sent by

ny node, and size represents the function returning the message

ength. 

Finally, the last group of metrics measures the performance of

ata transmission and is used to measure the ability to provide

oS. Both Packet Delivery Ratio (PDR) and delay were used be-

ause they are the two most commonly used metrics for CBR traffic

ssessment. PDR is the ratio between the received and sent mes-

ages, and the delay metric represents the time elapsed since the

essage is transmitted by the source node until it reaches the

estination. It is measured by registering the simulation times of

hen a message was sent and received. For this, each message car-

ies an identifier in its payload. Both metrics are given as follows: 

 DR = 

∑ 

d ata _ msg _ rxd _ sink ∑ 

d ata _ msg _ txd _ source 
elay = T rxd _ sink − T txd _ source 

here T rxd _ sink is the reception time of the data message at the

ink node , T txd _ source is the transmission time of the data message

t the source node, and d ata _ msg _ rxd _ sink indicates whether the

ata message was received at the sink node . 

.3. Simulation scenario 

COOJA was used to simulate Sky mote nodes. The simula-

or was configured to use Unit Disk Graph Medium (UDGM) as

 radio medium with a 50 m transmission range, 70 m inter-

erence range and 70% success ratio of receiving packets at the

dges. 

A simple topology with one sink at the center and several nodes

hat build rings around that sink node was used. The simulator was

onfigured to select the number of rings ( n r ) and the distance be-

ween two adjacent rings ( r ). In our case, the first ring has six

odes, and each successive ring has twice the number of nodes

f the previous ring. In the simulations presented for set A and B,

hree rings are used, which makes for a total of 42 routing nodes

lus one sink node . To avoid a perfect topology, when generating

he topology, nodes are given a 10 m radius of error when being

laced. 

The considered traffic pattern is Constant Bit-Rate (CBR) traffic

onsisting of small UDP messages (40 bytes) sent every 20 s from

ll the nodes to the sink node . 

The mobility model used is Random Way Point (RWP). This

odel was chosen due to its simplicity and because it is one of the

ost commonly used models in this type of study. It was also used

o assess some of the protocols under study in this paper, namely

O-RPL [14] and DMR [18] . Two speed values are considered. One

ims to simulate the walking speed of a person (1.4 m/s), and the

ther aims to simulate a vehicle indoors or a machine (5.5 m/s).

n the simulations presented, 20% of the mobile nodes are consid-

red indoor vehicles/machines, and 80% are considered people. The

ause times vary from 2 to 7 minutes, with a uniform distribution.

The simulations were performed using RPL and a set of mobil-

ty extensions. Apart from RPL, none of the extensions were avail-

ble in the simulator; therefore, they were developed from scratch.

rom the set of protocols that have been described before, the ones

hat require the use of LQI and RSSI values were not considered

ecause it is not possible to read these values from the simula-

or. Hence, the comparison comprises the following protocols: RPL,

RPL-V, MMRPL, ME-RPL and CO-RPL. Due to the lack of LQI infor-

ation available, in our simulation, CO-RPL cannot take advantage

f this measure during parent selection. 

Table 5 summarizes the simulation parameters. The N/A value

eans the parameter is not applicable to the scenario. 

.4. Results 

et A. The first set of results illustrates how the different routing

rotocols behave when the network density is modified and the

odes stand still. Figs. 3 , 4 and 5 depict the results of the three

roup of metrics. 

The analysis of Fig. 3 shows that with lower density values,

here is a lower consumption of resources (CPU and Radio). Due

o the smaller number of neighbors of each node, less information

s received, and therefore, less information needs to be processed.

owever, two different sets of protocols can be identified: Co-RPL

nd MRPL-V. They use more resources than the other three proto-

ols (RPL, ME-RPL and MMRPL), which exhibit similar behaviors. 

Regarding the impact on routing protocol, the results depicted

n Fig. 4 demonstrate two different findings. First, in a sparse net-

ork, routes tend to be longer, and the data traffic ratio increase
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Table 5 

Simulation parameters. 

Fig. 3. Set A - Density variation: impact on resource usage. 

Fig. 4. Set A - Density variation: impact on routing protocol. 

Fig. 5. Set A - Density variation: impact on data traffic. 
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Fig. 6. Set B - Mobility variation: impact on resource usage. 

Fig. 7. Set B - Mobility variation: impact on routing protocol. 

Fig. 8. Set B - Mobility variation: impact on data traffic. 
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ecause for the same amount of data traffic that is generated by a

ource node, more intermediate nodes are used to re-transmit it.

he results are more or less similar in all of the protocols, mean-

ng that no significant differences are found among them regarding

oute length. Considering the control traffic that is generated by

he protocols, Co-RPL and MRPL-V use considerably more control

raffic than the others. This is due to a fixed DIO interval policy

hat is expected to behave worse than the Trickle timer in static

cenarios. Additionally, Co-RPL and MRPL-V generate control traffic

ased on the neighbor behavior, which make them use much more

raffic in high-density scenarios. This fact also justifies the discrep-

ncy of these two protocols in Fig. 3 . 

Once again, from the analysis of data traffic performance de-

icted in Fig. 5 , it is possible to conclude that ME-RPL and MMRPL

utperform the other protocols by exhibiting good PDR and delay

alues in all networks. 

Concerning Co-RPL and MRPL-V, it can be observed that the ex-

essive use of control traffic by Co-RPL and MRPL-V has a negative

mpact on PDR and Delay for networks with distance values rang-

ng from 20 m to 40 m. However, this overhead tend to be less

ignificant in sparser networks, which is why the PDR increases

n a consistent manner when the network tends to be sparser. In

he sparser scenario, the delay is lower, probably due to lower re-

ource usage by each node, as packets can be processed and re-

ransmitted faster. 

The difference in behavior from the 10 m to the 20 m distance

cenario is due to the fact that in the 10 m scenario, all of the

odes reach the sink node . No routing is necessary, thereby increas-

ng the probability of faster reception. 

t  
From this analysis, it can be observed that more verbose pro-

ocols with higher amounts of control traffic easily have a nega-

ive impact in denser scenarios, as 802.15.4 networks are known

o have limited bandwidth. 

et B. The second set of results are used to analyze the impact on

he percentage of mobile nodes on the behavior of the protocols,

onsidering the same metrics. For this set of tests, the sparser sce-

ario was chosen because it leads to a more intensive usage of the

outing protocols, as the routes tend to have more hops. The plots

hat summarize this set are represented in Figs. 6 , 7 and 8 . 

For simplicity, it can be observed from Fig. 6 from the CPU and

adio usage plots that overall, nodes tend to use more resources in

ore mobile scenarios, with Co-RPL and MRPL-V using more re-

ources in the static scenario. However, MMRPL has the opposite

ffect because it considers mobile nodes to be leaf nodes , which do

ot broadcast DIO messages. Fewer DIO messages are sent, which

as an impact on CPU usage due to the processing of the reception

f these messages (considerably higher than the processing of DAO

nd DIS messages). 

From both plots of Fig. 7 , three distinct behaviors can be ob-

erved. The MMRPL data traffic ratio starts by accompanying ME-

PL and RPL, and with the introduction of mobility, this value

uickly goes to 1 as mobile nodes do not perform routing oper-

tions in this protocol. 

A difference can be observed in the lines of ME-RPL/RPL and

o-RPL/MRPL-V in the data traffic ratio plot. This could be because

o-RPL/MRPL-V have more up-to-date routes and because the data

raffic does not require as many hops. Following the control traffic
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Fig. 9. Set C: Network size variation: impact of control traffic on PDR. 
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plot, it is interesting to observe that Co-RPL/MRPL-V starts using

less control traffic from the 50% mobility scenario, whereas ME-

RPL/RPL continues to use more control traffic with increased mo-

bility. This may be due to a higher need for global repairs. 

As can be observed in Fig. 8 , overall, the PDR reduces with

the introduction of mobility. However, the curves have different

shapes. Co-RPL and MRPL-V suffer a variation in the more mobile

scenario, and MRPL-V uses event-based traffic on new neighbors,

which are quickly lost resulting, perhaps, in control messages that

are not so efficient. 

Although MMRPL does not use routing in the more mobile sce-

nario, it slightly outperforms the other protocols in terms of PDR.

This sub-performance of the other protocols can be due to two rea-

sons: first, the routes are never properly up to date, which makes

nodes in range of the sink node send traffic in the wrong direction,

and second, the high usage of the spectrum due to the excessive

use of control messages ends up having a huge negative impact on

the PDR. 

Set C. The final simulation set aims to study the impact of the net-

work’s size on the network performance. For this, we selected just

two metrics (control traffic and the PDR) that enable us to assess

the trade-off between keeping routing information up to date and

delivering data. Note that in this test, we used fewer mobile nodes

to represent a scenario that was as close as possible to a small LLN.

The results for control traffic and PDR are presented in Fig. 9 . 

The analysis of the plots confirms that the event-based traf-

fic from MRPL-V and Co-RPL makes these two protocols use more

traffic. Although true for all of the networks tested, the results are

more relevant in larger or denser networks. 

Nevertheless, when the network is small, this trend does not

have a direct impact on the PDR, as there are no significant dif-

ferences among the different protocols. In the larger network, the

higher usage of control traffic is felt in the PDR that decreases sig-

nificantly when compared to other protocols. It can be seen that

an excessive use of control messages has a considerably negative

impact on the performance of data traffic. 

5. Conclusion 

This paper surveys routing protocols for LLNs, considering RPL

and the most relevant mobility extensions that have been pro-

posed. For each protocol, it analyses the different phases and iden-

tifies the different mechanisms and messages that are introduced

by the extensions. As is expected, some mechanisms introduce

trade-offs mainly in simplicity and scalability against QoS and mo-

bility awareness. 

To assess these trade-offs, RPL and some of its extensions were

simulated in COOJA under different conditions. Based on the re-

sults, we can conclude that the protocols can be divided into two

different groups. The first group comprises the protocols that, al-

though they are more responsive to mobility, end up achieving the

worst performance due to the excessive amount of control traffic
hat they require in order to operate. The second group comprises

he less responsive protocols with fewer control traffic that deliver

etter performance. This means that the control traffic needed to

eep up-to-date routing tables have a big negative impact. LLNs

re networks that operate at a low data rate, with limitations in

he usage of the spectrum. 

More spectrum-efficient protocols are required to contemplate

ossible future scenarios for LLNs that require more mobile nodes.

For future work, different scenarios should be considered with

ore than one sink node , with different mobility models and traf-

c patterns for imitating the applications scenarios for LLNs. Ad-

itionally, experiments with real motes for testing the behavior of

QI-based mechanisms should be conducted. 
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